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ABSTRACT
Leading sequential recommendation (SeqRec) models adopt em-

pirical risk minimization (ERM) as the learning framework, which

inherently assumes that the training data (historical interaction

sequences) and the testing data (future interactions) are drawn

from the same distribution. However, such i.i.d. assumption hardly

holds in practice, due to the online serving and dynamic nature of

recommender system. For example, with the streaming of new data,

the item popularity distribution would change, and the user prefer-

ence would evolve after consuming some items. Such distribution

shifts could undermine the ERM framework, hurting the model’s

generalization ability for future online serving.

In this work, we aim to develop a generic learning framework to

enhance the generalization of recommenders in the dynamic envi-

ronment. Specifically, on top of ERM, we devise a Distributionally

Robust Optimization mechanism for SeqRec (DROS). At its core
is our carefully-designed distribution adaption paradigm, which

considers the dynamics of data distribution and explores possible

distribution shifts between training and testing. Through this way,

we can endow the backbone recommenders with better general-

ization ability. It is worth mentioning that DROS is an effective

model-agnostic learning framework, which is applicable to general

recommendation scenarios. Theoretical analyses show that DROS

enables the backbone recommenders to achieve robust performance

in future testing data. Empirical studies verify the effectiveness
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against dynamic distribution shifts of DROS. Codes are anony-

mously open-sourced at https://github.com/YangZhengyi98/DROS.
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1 INTRODUCTION
Targeting at making recommendation based on users’ previous

behavior sequences, sequential recommendation (SeqRec) is becom-

ing increasingly important in online platforms, such as e-commerce,

streaming media and social networks [2, 6, 44, 53]. Scrutinizing the

current studies on SeqRec [14, 16, 34], we can summarize a common

pipeline: treating historical interaction sequences of users as the

training data, employing the recommender models upon them to

capture the sequential patterns, and then predicting users’ future

interactions in the testing data.

To parameterize this pipeline and optimize the recommenders,

empirical risk minimization (ERM) [3, 14, 26, 27] has become the

dominant framework, which minimizes the loss over the empirical

training distribution. It inherently assumes that the training and

testing data are drawn from the same distribution. However, this as-

sumption hardly holds in real-world scenarios, since it ignores the

online serving and dynamic nature of recommender system. In par-

ticular, the properties of streaming data (e.g., popularity distribution
of items) are usually changing over time [37, 49], thereby making

https://doi.org/10.1145/3539618.3591624
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Figure 1: The left figure shows that the recommendation ac-
curacy of GRU4Rec drops with the increase of item distribu-
tion discrepancy along time. The right figure illustrates our
proposal: after estimating the nominal distribution from his-
torical interactions, we optimize the model within a proper
robust radius.
users’ sequential patterns dynamically vary across historical and

future interactions. This yields the distribution shifts between the

training and testing data.

Distribution shifts undermine the ERM framework, and conse-

quently, the generalization of recommenders deteriorates in serving

future data. Figure 1 demonstrates this issue with empirical evi-

dence. We first divide the YooChoose
1
data into four disjoint shards

in chronological order, and calculate the KL-divergence w.r.t. item
distribution between the first and other shards. Then a GRU4Rec

[14] model is trained upon the first shard, and tested on the rest.

Clearly, there is a steady increase in the divergence of item distribu-

tion, whereas the dynamic distribution shifts result in severe drop

of recommendation accuracy. Therefore, it is crucial to enhance the

dynamic adaption of SeqRec models.

Recently, there is increasing interest in using debiasing or data

augmentation to enhance the generalization of recommenders [26,

31, 40, 44, 48, 49]. However, they suffer from some inherent limita-

tions when facing the unique characteristics of SeqRec. For debasing

strategies [31, 40, 47, 49, 52], they only consider one case of fixed

bias per time, thus can hardly deal with the dynamics of SeqRec.

For data augmentation strategies [26, 42, 44], they rely heavily on

human-designed augmentations and usually have no theoretical

guarantee. Some studies [9, 45] leverage prior knowledge of down-

stream tasks to guide the training, however, the prior knowledge

is not always available in real SeqRec scenarios. By far, none of

them consider the dynamic characteristics of SeqRec. Therefore,

it is desirable to develop effective solutions to strengthen the dy-

namic adaptation ability of recommenders, better with theoretical

guarantees.

Another promising way is Distributionally Robust Optimization

(DRO) [1, 19], which hedges against the discrepancy between train-

ing and testing distributions. The basic idea is training the model

over the distributional family which is determined by a nominal
distribution with a robust radius, so as to handle the distributional

uncertainty. However, it is challenging to directly apply DRO to

SeqRec, due to the following reasons. First of all, the testing in-

formation is usually required to estimate the nominal distribution,

which is supposed to lay around the testing data [19, 24, 30]. How-

ever, accessing to the user behaviors in future (i.e., testing data)

during training is impractical in SeqRec. Secondly, existing DRO

1
https://recsys.acm.org/recsys15/challenge/

methods exert the distributional family generation [35, 50] on the

continuous data (e.g., images), and it remains unknown how to do

it on the discrete data. Thus, generating the sequences of discrete

item ID obstacles the DRO deployment in SeqRec. Worse still, the

dynamic characteristics of SeqRec could deteriorate the generation

of discrete sequences. In a nutshell, a paradigm of incorporating

DRO into SeqRec is until-now lacking to mitigate the distribution

shifts, to the best of our knowledge.

In this work, we propose a Distributionally Robust Optimization

mechanism for SeqRec (DROS). Specifically, DRO requires to es-

timate the nominal distribution, which is supposed to lay around

the testing data [19, 24, 30]. Since it is impractical to access testing

data in advance, we make an intuitive assumption that the noimal

distribution can be estimated from historical interactions. This as-

sumption is based on our observation in Figure 1 that the dynamics

in SeqRec are continuous w.r.t. time. It is manifested as the gradual

increase of item distribution divergence and the gradual decline

of performance. Therefore, we estimate the nominal distribution

from historical interactions, which stays close to the testing data

based on this observation. To approach the testing data, we fur-

ther minimize the risks beyond the nominal distribution within a

proper robust radius as shown in Figure 1. It makes the sequential

recommender promise to take the testing distribution into account

and improve the dynamic adaptation ability consequently. Our the-

oretical analysis admits that if the distance between training and

testing data is bounded, the robustness of DROS can be guaranteed.

We also empirically demonstrate that our DROS can better adapt

to future inference phase in the dynamic SeqRec process.

Our contributions are summarized as follows:

• We reveal the dynamic distribution shifts between the training

and testing data in sequential recommendation, which makes

ERM suffer from poor generalization.

• We propose a simple yet effective framework equipped with

SeqRec-oriented DRO mechanism, such that the sequential rec-

ommenders can effectively adapt to dynamic testing stage.

• Theoretical analysis and extensive experiments on three real-

world datasets demonstrate the superiority of our DROS.

2 RELATEDWORK
This section reviews the work on sequential recommendation , and

then discusses the work on DRO that is related to our work from

the technique perspective.

2.1 Sequential Recommendation
Sequential recommendation (SeqRec) aims to infer users’ prefer-

ence from their previous interaction sequences. In the early stage,

SeqRec is mainly based on Markov Chain [5, 13] or factorization

machine [28]. Recently, deep learning models have been applied in

SeqRec to model users’ behavior sequence, such as recurrent neural

network (RNN) [14], convolutional neural network (CNN) [34, 46],

and Transformer encoder [7, 10, 12, 16, 25, 32].

Besides, several studies [23, 45] have leveraged domain general-

ization [17, 20, 29], mainly focusing on pretraining a recommender

in one domain and applying it in downstream domains. Another

research line is based on data augmentation, which can improve

the generalization ability of SeqRec recommenders [4, 26, 33, 44].
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Moreover, work of debiasing [8, 31, 36, 38, 40, 49, 52] can remove

the side effect of bias issues, from the training data.

Despite effectiveness, these work does not consider the natu-

ral dynamicsin SeqRec and applying ERM for optimization. Our

work, instead, investigates these dynamics and further promotes

the performance of SeqRec recommenders.

2.2 Distributional Robust Optimization
Distributional Robust Optimization (DRO) [1, 15, 18, 19] is an op-

timization framework for tasks with uncertainty involved – DRO

allows distributions of training and testing data to be different

within a pre-defined uncertainty set:

L𝐷𝑅𝑂 = max

𝐷(` | |`0)≤𝜌
E(𝑥,𝑦)∼`ℓ(𝑥,𝑦, \ ), (1)

where {` : 𝐷(` | |`0) ≤ 𝜌} is the uncertainty set, `0 is called as

nominal distribution that should be acquired from prior knowledge,

and 𝜌 is called as robust radius [19, 24, 30].
Recently, DRO has been applied to improve the robustness of

vision models [35, 39, 50, 51]. However, directly applying these

existing frameworks on SeqRec is challenging with practical issues.

Work [35, 50] proposes to generate new image data with DRO, but

generating sequence-item piars is more challenging since the ID

space in SeqRec is discrete. In SeqRec, [41] proposes to use group

DRO [30] to improve user fairness of different groups. Leveraging

DRO to address the challenge of dynamic adaptation in SeqRec

remains largely unexplored.

3 METHOD
In this section, we first introduce basic notations and commonly-

used ERM frameworks in SeqRec, and then elaborate our proposed

DROS in detail. Finally, we present theoretical analysis to guarantee

the effectiveness of our proposal.

3.1 Problem Formulation
Let s1:𝑡 = {𝑣1, 𝑣2, . . . , 𝑣𝑡 } denote the historical interaction sequence

of a user. The task of SeqRec is to recommend the potential next

item 𝑣𝑡+1 that best matches her/his current preference. Generally,

we can represent a sequential recommender as 𝑓 , which takes s1:𝑡
as input and outputs the sequence embedding e𝑡 : e𝑡 = 𝑓 (s1:𝑡 ).
Subsequently, we can feed e𝑡 into a prediction layer 𝑔 to generate

the prediction logits y over all candidate items: y = 𝑔(e𝑡 ). Typically
𝑔 can be defined as a fully-connected layer or an inner-product

layer upon embeddings of candidate items [14, 16, 34].

After acquiring the prediction logits, we can train the sequential

recommender under ERM by minimizing loss functions such as

Mean Square Error (MSE) [3], Binary Cross Entropy (BCE) [14, 16,

34], or Bayesian Personalized Ranking (BPR) [27]:

L𝑀𝑆𝐸 =

∑︁
(s,𝑣)∈O+

(𝑦𝑣 |s − 1)
2
+

∑︁
(s,𝑤)∈O−

(𝑦𝑤 |s − 0)
2

L𝐵𝐶𝐸 = −[
∑︁

(s,𝑣)∈O+

log𝜎(𝑦𝑣 |s) +
∑︁

(s,𝑤)∈O−
log(1 − 𝜎(𝑦𝑤 |s))]

L𝐵𝑃𝑅 = −
∑︁

(s,𝑣)∈O+
(s,𝑤)∈O−

log𝜎(𝑦𝑣 |s − 𝑦𝑤 |s),

(2)

Historical interaction sequence

𝒚

Nominal distribution,
estimated from historical data

ERM DRO

Sequence encoder

Optimizing

Basic
recommender

DRO
mechanism

DROS

Approaching dynamic testing data

Figure 2: Framework of DROS. We first estimate the nominal
distribution from historical data, and optimize distribution
within the robust radius to approach the testing data.
where O+

and O−
denote the dataset of positive and negative sam-

ples respectively, 𝑦𝑣 |s denotes the predicted score of item 𝑣 being

the next item of sequence s, and 𝜎 denotes the Sigmoid function.

3.2 SeqRec-oriented DRO Framework
Note that a potential assumption of ERM is that the training and

testing data are drawn from the same distribution, which is not

practical in SeqRec due to its dynamic propriety as we discussed in

Section 1. Therefore it is insufficient to simply use ERM as the opti-

mization framework, which drives us to develop SeqRec-oriented

DRO framework to address this dynamic adaptation challenge.

We next consider how to construct theDRO framework in SeqRec

by two important components: 1) the inner loss function ℓ , and 2)

the nominal distribution `0 defined in Equation (1).

3.2.1 Inner loss function ℓ . Generally, ℓ represents the goodness of
the predicted score of given samples, which is often measured by

the distance between the predicted score and the score of ground-

truth [1, 19]. In SeqRec, it is often the case that training samples

are divided into positive samples and negative ones, so there is no

absolute score for ground-truth [16, 26, 27, 34]. Inspired by previous

work [3] which demonstrates that MSE can achieve plausible per-

formance in recommendation with simple predefined ground-truth

scores, we directly use L2-norm to measure the goodness of a given

predicted score with a predefined score of ground-truth:

ℓ(s, 𝑣) = (𝑦𝑣 |s − 𝐼 (s, 𝑣))2, (3)

where

𝐼 (s, 𝑣) =

{
1, if (s, 𝑣) is a positive sample

0, if (s, 𝑣) is a negative sample

. (4)

3.2.2 Nominal distribution `0. Typically in DRO, `0 should cover

the testing distribution with robust radius 𝜌 , which is the reason

why `0 should lay around the distribution of the testing data [1, 19].

In SeqRec, for a given sequence s, we desire to acquire the dis-

tribution of next item 𝑣 as the nominal distribution. This poses

practical challenges, since we have no access to the testing data

beforehand. Towards this end, we further investigate the dynamics

in SeqRec, and find that the dynamics is continuous — the grad-

ual increase of divergence of item distribution shown in Figure 1

also reveals the existence of overlap between the distributions of
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previous interactions and current testing stage. Under these ob-

servations, we can safely assume that the distributions of training

and testing data should not be too far from each other in SeqRec.

Consequently, the nominal distribution can be estimated by item

frequency distribution from training data:

`0(𝑣𝑖 |s) = 𝑝(𝑣𝑖 ) =

(
𝐷𝑣𝑖∑
𝑗 𝐷𝑣𝑗

)𝛾
, (5)

where 𝑝(𝑣) is the frequency of item 𝑣 estimated from the training

data, 𝐷𝑣𝑖 denotes the number of observed interactions for item 𝑣𝑖 ,

and 𝛾 is a smoothing factor used in experiment inspired from [49].

Thereafter, we can define the DRO part in DROS following the

definition in Equation (1):

L𝐷𝑅𝑂 = max

𝐷(` | |`0)≤𝜌
E
(s,𝑣)∼` (𝑦𝑣 |s − 𝐼 (s, 𝑣))2 . (6)

3.3 Analysis under KL-divergence
Generally, minimizing our proposed objective Equation (6) can in

principle enhance the dynamic adaptation of SeqRec recommenders,

but in practice the learning process would be unstable due to the

maximization term in L𝐷𝑅𝑂 . If we can further acquire a closed

form of L𝐷𝑅𝑂 , this unstable issue can be addressed. To this end, we

further investigate to choose KL-divergence as the measurement of

distribution distance𝐷 in Equation (6), then the maximization prob-

lem of Equation (6) can be derived into a closed form as is shown in

Theorem 3.1 and Theorem 3.2 (for a derivation, see Appendix A.2).

Theorem 3.1. Set 𝐷(` | |`0) = 𝐷𝐾𝐿(` | |`0), the maximization prob-
lem in Equation (6) is equivalent to the following form:

L′
𝐷𝑅𝑂 = inf

𝛽≥0

[
𝛽 logE

(s,𝑣)∼`0exp
(
ℓ(s, 𝑣)
𝛽

)
+ 𝛽𝜌

]
, (7)

where 𝛽 is a Lagrange multiplier.

Note that by applying Theorem 3.1, minimizing L𝐷𝑅𝑂 is equals

to minimizing L′
𝐷𝑅𝑂

under 𝐷 set as KL-divergence. But this is still

a two-layer optimization problem and directly optimizing is still

unstable. Fortunately, we can fix 𝛽 in Equation (7), then minimizing

L′
𝐷𝑅𝑂

equals minimizing its tight upper bound (Theorem 3.2).

Theorem 3.2. Set 𝛽 = 𝛽0 to be a constant, optimizing

L′′
𝐷𝑅𝑂 = 𝛽0 logE(s,𝑣)∼`0exp

(
ℓ(s, 𝑣)
𝛽0

)
, (8)

equals to optimizing all the upper bounds of L′
𝐷𝑅𝑂

for ∀𝜌 > 0. And
for ∀𝛽0 > 0 there always exists a 𝜌𝛽0 to guarantee the upper bound
to be tight.

Note that the robust radius 𝜌 does not appear in Equation (8),

which is quite unusual since robust radius is crucial in distance-

based robust optimization: if the robust radius is small, the un-

certainty set will almost only contain the nominal distribution,

and thus DRO is reduced to ERM; if the robust radius is larger,

the uncertainty set are likely to contain pathological distributions

[19]. Towards this end, we further theoretically demonstrate that

the robust radius 𝜌 is highly related to 𝛽0: robust radius decreases

monotonically w.r.t. 𝛽0 (Theorem 3.3). In practice, if we tune 𝛽0 to

be larger, the robust radius would be smaller, and the reverse holds

true as well, which is meaningful in guiding our implementation.

Theorem 3.3. [relation between 𝛽 and 𝜌]. 𝜌
𝛽
0

decreases monoton-
ically w.r.t 𝛽0, and the following equality holds:

lim

𝛽0→∞
𝜌
𝛽
0

= 0. (9)

3.4 Theoretical Guarantee
We present the generalization bound of our proposed methods

in Theorem 3.4. This bound depends on the size of training sam-

ples and robust radius. Details of the derivation are illustrated in

Appendix A.2.4.

Theorem 3.4. [Generalization Bound]. Suppose ℓ(s, 𝑣) ∈ [0, 𝑀].
L′′
𝐷𝑅𝑂,𝑁

stands for DRO loss with 𝑁 samples. Then for any distribu-
tion ` satisfied 𝐷𝐾𝐿(` | |`0) ≤ 𝜌

𝛽
0

with loss denoted as L` , we have
that with probability at least 1 − [:

L` ≤ L′′
𝐷𝑅𝑂,𝑁 + B([, 𝑁 , 𝛽0), (10)

where:

B([, 𝑁 , 𝛽0) =
𝑀

𝑁 − 1 + exp

(
𝑀
𝛽0

)
√√

𝑁 exp

(
2𝑀
𝛽0

)
log

(
1

[

)
2

.

Note that in SeqRec scenario, ` denotes the distribution of the

unseen testing data. Thus the ideal loss on the testing set is upper

bounded by our proposed method considering that B([, 𝑁 , 𝛽0) → 0

as 𝑁 → ∞. In addition, this bound is instructive and meaningful

in practice: if we increase the robust radius, 𝛽0 would decrease ac-

cording to Theorem 3.3, and B([, 𝑁 , 𝛽0) will increase consequently.

Under this condition, we need more samples (N to be larger) so that

the bound can be tighter.

3.5 Discussion
To conclude, optimizing Equation (8) can make the recommender

more robust in the dynamic environment of SeqRec according to our

throughout analysis. However, pursuing robustness may restrict

the model accuracy. To this end, we propose DROS: Distribution-

ally Robust Optimization mechanism for SeqRec by compromising

DRO and ERM, which is quite simple yet very effective in not

only considering the dynamics in SeqRec but also preserving the

recommendation accuracy.

Finally, we can formally define the objective of DROS as:

L𝐷𝑅𝑂𝑆 = 𝛼L′′
𝐷𝑅𝑂 + L𝐸𝑅𝑀 , (11)

where 𝛼 is the compromise coefficient, and L𝐸𝑅𝑀 represents the

ERM objective function such as MSE, BCE, and BPR (Equation (2)).

It is worth mentioning that although our analysis is conducted

in SeqRec, our proposed DROS can be applied to other recommen-

dation seniors such as collaborative filtering and click through rate

prediction with minor modifications, since they also suffer from

the distribution dynamics issue. We leave this for our future work.

4 EXPERIMENTS
In this section, we conduct experiments to exhibit the superiority

of our proposed DROS and reveal the reasons of its effectiveness.
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Table 1: Performance comparison of different ERMs (MSE, BEC, BPR) and DROS. ’Avg.Imp.’ denotes the average improvement.

YooChoose KuaiRec RetailRocket

HR@20 NDCG@20 HR@20 NDCG@20 HR@20 NDCG@20 Avg.Imp.

GRU4Rec

MSE 0.0302±0.0009 0.0112±0.0005 0.0224±0.0008 0.0081±0.0002 0.0588±0.0013 0.0230±0.0008 –

DROS 0.0413±0.0006 0.0170±0.0002 0.0349±0.0015 0.0152±0.0004 0.0880±0.0021 0.0362±0.0010 56.5%

BCE 0.0389±0.0011 0.0162±0.0002 0.0332±0.0011 0.0123±0.0008 0.0686±0.0014 0.0286±0.0009 –

DROS 0.0506±0.0004 0.0251±0.0003 0.0437±0.0019 0.0203±0.0006 0.1308±0.0037 0.0613±0.0016 62.6%

BPR 0.0381±0.0005 0.0173±0.0002 0.0375±0.0007 0.0186±0.0004 0.0556±0.0008 0.0229±0.0005 –

DROS 0.0465±0.0010 0.0238±0.0006 0.0422±0.0007 0.0201±0.0003 0.0863±0.0014 0.0407±0.0006 35.5%

Caser

MSE 0.0290±0.0004 0.0107±0.0003 0.0252±0.0007 0.0092±0.0003 0.0350±0.0005 0.0134±0.0006 –

DROS 0.0393±0.0008 0.0163±0.0005 0.0334±0.0006 0.0130±0.0006 0.0657±0.0007 0.0260±0.0008 57.2%

BCE 0.0406±0.0012 0.0188±0.0009 0.0288±0.0019 0.0107±0.0007 0.0532±0.0009 0.0215±0.0004 –

DROS 0.0471±0.0005 0.0237±0.0003 0.0384±0.0011 0.0174±0.0007 0.0957±0.0012 0.0445±0.0008 54.1%

BPR 0.0400±0.0007 0.0182±0.0005 0.0333±0.0006 0.0129±0.0005 0.0443±0.0010 0.0178±0.0007 –

DROS 0.0466±0.0004 0.0234±0.004 0.0351±0.0009 0.0155±0.0007 0.0831±0.0015 0.0397±0.0009 46.9%

SASRec

MSE 0.0308±0.0008 0.0114±0.0003 0.0269±0.0005 0.0091±0.0002 0.0355±0.0006 0.0132±0.0004 –

DROS 0.0405±0.0010 0.0166±0.0005 0.0376±0.0004 0.0160±0.0007 0.0759±0.0012 0.0308±0.0007 73.3%

BCE 0.0368±0.0008 0.0163±0.0002 0.0392±0.0018 0.0153±0.0011 0.0807±0.0022 0.0319±0.0010 –

DROS 0.0488±0.0007 0.0244±0.0003 0.0448±0.0003 0.0219±0.0007 0.1304±0.0017 0.0597±0.0008 48.1%

BPR 0.0358±0.0009 0.0163±0.0007 0.0397±0.0014 0.0176±0.0011 0.0572±0.0009 0.0228±0.0011 –

DROS 0.0479±0.0002 0.0245±0.0001 0.0437±0.0009 0.0209±0.0006 0.1280±0.0019 0.0606±0.0012 67.1%

Table 2: Statistics of datasets.

Dataset YooChoose KuaiRec RetailRocket

#sequences 128,468 92,090 95,865

#items 9,514 7,261 94,130

#interactions 539,436 737,163 539,005

4.1 Experiment Settings
4.1.1 Datasets.

• YooChoose dataset comes from RecSys Challenge 2015
2
. We

preserve the purchase sequences for amoderate size of data. Items

interacted by less than 5 times are removed to avoid cold-start

issue. Sequences whose length is less than 3 are also removed.

• KuaiRec [11] dataset is collected from the recommendation logs

of a video-sharing mobile app. We also remove items interacted

by less than 5 times and sequences with length less than 3.

• RetailRocket dataset is collected from a real-world e-commerce

website
3
. We leverage the sequences of viewing and keep the

data processing the same as YooChoose.

For all datasets, we first sort all sequences in chronological order,

and then split the data into training, validation and testing data at

the ratio of 8:1:1. Table 2 summarizes the statics of datasets.

4.1.2 Evaluation Protocols. Following previous work [9, 16, 33],

we leverage the next-item recommendation scheme and adopt two

widely used metrics to evaluate the top-K recommendation quality:

hit ratio (HR) and normalized discounted cumulative gain (NDCG).

4.1.3 Implementation Details. We implement all methods with

Python 3.7 and PyTorch 1.12.1 in Nvidia GeForce RTX 3090. We

would pad the sequence with an additional padding item if the

sequence length is less than 10 and preserve the last 10 interacted

items as the historical sequence. We use Adam optimizer, the learn-

ing rate is tuned as 0.001 and the batch size is set as 256. The

2
https://recsys.acm.org/recsys15/challenge/

3
https://www.kaggle.com/datasets/retailrocket/ecommerce-dataset

embedding dimension is fixed as 64 across all models. We adopt

L2 regularization for all models and the coefficient is searched in

[1e-3, 1e-4, 1e-5, 1e-6, 1e-7]. For DROS, we search 𝛽0 in the range

of [0.5, 1.5] at the step size 0.1, and 𝛼 in the range of [0.1, 0.5] at

the stop size 0.1. The experiments are conducted 5 times and the

average and standard deviation are reported.

4.1.4 Backbone models. Since DROS is model-agnostic, we test the

performance with the representative sequential recommenders:

• GRU4Rec [14] a RNN-based sequential recommender, which

leverages GRU to encode users’ interaction sequence.

• Caser [34] is a CNN-based sequential recommender. We apply

one vertical filter and 16 horizontal filters with heights {2, 3, 4}.

• SASRec [16] is an attention-based sequential recommender.

4.2 Improvement over ERM
We compare our proposal with representative ERM frameworks

widely used in SeqRec: MSE, BCE, BPR, as mentioned in Equation

(2). The results are reported in Table 1.

From Table 1, we can observe that our proposed DROS outper-

forms all ERM frameworks substantially and consistently, with re-

gard to all sequential recommenders and datasets. Since the datasets

are divided chronologically, this notable performance improvement

demonstrates that ERM only achieves sub-optimal result in the

dynamic environment of SeqRec. Taking this distribution dynamics

into account, our proposal successfully enhances the dynamic adap-

tation ability of sequential recommenders and offers more robust

recommendations in inference stage.

4.3 Improvement over Baselines
Some work may have the effect of dynamic adaptation. We consider

them as potential baselines using BCE as the ERM framework.
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Table 3: Comparison with baselines . Boldface denotes the best performance while underline indicates the second best. ’Imp.’
denotes the relative improvement over the second best.

YooChoose KuaiRec RetailRocket

HR@20 NDCG@20 HR@20 NDCG@20 HR@20 NDCG@20

GRU4Rec

IPS 0.0390±0.0009 0.0172±0.0002 0.0312±0.0006 0.0112±0.0003 0.0777±0.0009 0.0365±0.0010
PD 0.0408±0.0007 0.0181±0.0003 0.0336±0.0012 0.0127±0.0002 0.0677±0.0012 0.0285±0.0008

AdaRanker 0.0350±0.0006 0.0152±0.0005 0.0288±0.0006 0.0093±0.0005 0.0727±0.0007 0.0296±0.0006
SSM 0.0421±0.0006 0.0180±0.0002 0.0357±0.0007 0.0164±0.0006 0.0978±0.0013 0.0467±0.0003

CL4SRec 0.0445±0.0008 0.0186±0.0002 0.0370±0.0005 0.0159±0.0004 0.0926±0.0011 0.0397±0.0005
S-DRO 0.0405±0.0004 0.0180±0.0003 0.0321±0.0005 0.0139±0.0015 0.0852±0.0002 0.0375±0.0005
GADA 0.0407±0.0005 0.0181±0.0009 0.0303±0.0003 0.0108±0.0005 0.0830±0.0004 0.0356±0.0007
DROS 0.0506±0.0004 0.0251±0.0003 0.0437±0.0019 0.0203±0.0006 0.1308±0.0037 0.0613±0.0016
Imp. 13.7% 34.9% 18.1% 23.7% 33.7% 31.2%

Caser

IPS 0.0418±0.0007 0.0194±0.0004 0.0299±0.0005 0.0115±0.0004 0.0642±0.0011 0.0265±0.0006
PD 0.0427±0.0008 0.0192±0.0005 0.0335±0.0009 0.0124±0.0007 0.0651±0.0008 0.0279±0.0006

AdaRanker 0.0398±0.0011 0.0181±0.0002 0.0281±0.0006 0.0107±0.0002 0.0577±0.0010 0.0250±0.0008
SSM 0.0465±0.0007 0.0219±0.0005 0.0345±0.0008 0.0157±0.0003 0.0643±0.0007 0.0336±0.0010

CL4SRec 0.0431±0.0005 0.0195±0.0009 0.0371±0.0008 0.0162±0.0004 0.0752±0.0007 0.0316±0.0009
S-DRO 0.0417±0.0009 0.0195±0.0006 0.0307±0.0009 0.0117±0.0007 0.0773±0.0007 0.0332±0.0011
GADA 0.0427±0.0013 0.0189±0.0009 0.0344±0.0007 0.0127±0.0004 0.0755±0.0011 0.0326±0.0014
DROS 0.0477±0.0005 0.0237±0.0003 0.0384±0.0011 0.0174±0.0007 0.0957±0.0012 0.0445±0.0008
Imp. 2.6% 8.2% 3.5% 7.4% 23.8% 34.0%

SASRec

IPS 0.0381±0.0005 0.0173±0.0003 0.0373±0.0003 0.0140±0.0005 0.0920±0.0010 0.0373±0.0009
PD 0.0411±0.0008 0.0184±0.0005 0.0424±0.0006 0.0187±0.0002 0.0899±0.0014 0.0361±0.0005

AdaRanker 0.0374±0.0006 0.0167±0.0004 0.0414±0.0009 0.0189±0.0005 0.0824±0.0009 0.0388±0.006
SSM 0.0445±0.0008 0.0188±0.0002 0.0416±0.0005 0.0177±0.0006 0.0943±0.0008 0.0474±0.0006

CL4SRec 0.0452±0.0004 0.0193±0.0002 0.0425±0.0010 0.0201±0.0009 0.1155±0.0013 0.0483±0.0007
S-DRO 0.0401±0.0004 0.0177±0.0004 0.0333±0.0006 0.0135±0.0012 0.0942±0.0025 0.0394±0.0018
GADA 0.0386±0.0006 0.0172±0.0005 0.0349±0.0004 0.0138±0.0004 0.0964±0.0013 0.0399±0.0006
DROS 0.0488±0.0007 0.0244±0.0003 0.0448±0.0003 0.0219±0.0007 0.1304±0.0017 0.0597±0.0008
Imp. 7.9% 26.4% 5.4% 8.9% 12.9% 23.6%

• IPS [31, 40]. This is a representative debiasing method for ad-

dressing selection bias. It was first developed by [31] and was

introduced to sequential recommendation recently by [40].

• PD [49]. It considers to decouple the popularity effects and user-

item matching scores, and adjusts the influence of popularity

bias in the training stage by causal intervention.

• SSM [43]. It revises InfoNCE, a classic contrastive learningmethod

in recommendation.

• CL4SRec [44]. It uses augmentation methods (item crop, item

mask and item reorder) in SeqRec and applies contrastive learning

techniques to derive self-supervision signals.

• AdaRanker [9]. It develops to adjust model parameters according

to given candidate items. Since the datasets in our experiment

have no category information, we adopt distribution-mixer sam-

pling to be popularity-based and uniform in the original paper.

• S − DRO [41]. It applies group-DRO in SeqRec to improve fair-

ness of different user groups.

• GADA [35]. It adopts adversarial data augmentation in domain

generalization of computer vision tasks.

The results are shown in Table 3, from which we can observe:

• In general, our proposal performs best on all datasets in terms of

all metrics. This performance improvement can be attributed to

the superiority of DROS, which includes the dynamics of data in

the training process, instead of statically considering the previous

interactions in the training data.

• As debiasing strategies, IPS and PD target at alleviating the side

effect of exposure bias and popularity bias respectively. Both of

them can improve the performance in certain cases. But they

perform worse than DROS, so considering particular bias is inad-

equate to resolve the dynamic challenge in SeqRec.

• AdaRanker assumes that distribution of the future testing data is

similar with distribution of the candidate items. Different from

AdaRanker, DROS also promotes the dynamic adaptation of se-

quential recommenders by approaching the testing distribution

with a proper robust radius, which is the reason why DROS

performs better than AdaRanker.

• SSM revises InfoNCE in recommendation, and CL4SRec leverages

three carefully-designed data augmentation techniques in SeqRec.

They also boost the performance of backbone recommenders, but

fail to outperform DROS (with an exception in KuaiRec dataset

with Caser as the backbone recommender). This result indicates

that ignoring the data distribution dynamics can only achieve

sub-optimal performance.

• S-DRO is designed for improving fairness of SeqRec, so the over-

all performance is not as good as DROS. In terms of GADA, it

demands distance of samples, which faces obstacles in SeqRec
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Figure 3: Ablation study of nominal distribution.

with samples as sequence-item pairs instead of images. We mod-

ify it by adding two embedding distances, but the unsatisfactory

performance implies more effort before it can benefit SeqRec.

4.4 Ablation Study of DROS
There exist several crucial designs in our proposal: 1) nominal

distribution `0; and 2) robust radius 𝜌 . To verify the impact of each

design, we conduct ablation experiments by replacing it with some

variant or changing its values.

4.4.1 Nominal Distribution. Generally, nominal distribution `0
should lay around the distribution of the testing data [19]. Since we

have no access to testing data in practice, we estimate the nominal

distribution with item frequency in previous interactions under the

observation that dynamics in SeqRec is continuous. To demonstrate

the rationality of this estimation, we in contrast use the inverse

frequency score to estimate the nominal distribution, i.e., items with

higher frequency in previous interactions have lower probability

in the nominal distribution. We denote this variant as 𝐷𝑅𝑂𝑆𝑢−
0

.

We illustrate the comparison in Figure 3. It is apparent that

taking the inverse frequency score as the estimation of nominal

distribution results in worse performance. The dramatic decline of

performance indicates that this ill-designed nominal distribution

lays too far away from the distribution of the testing data, such

that DROS fails to generalize to testing data from this nominal

distribution. Therefore it is necessary to estimate a reasonable

nominal distribution.

4.4.2 Robust Radius. Robust radius 𝜌 is crucial in DRO. As dis-

cussed in Lemma 3.3, 𝜌 decreases monotonically w.r.t. 𝛽 in DROS,

thus we conduct experiments to illustrate the impact of robust

radius by varying 𝛽 . The result is shown in Figure 4.

We can observe that the performance change w.r.t. 𝛽 well jus-

tifies our analysis of robust radius: 1) As the value of 𝛽 increases,

robust radius 𝜌 would decrease according to Lemma 3.3. Under this

circumstance, the performance reduces to be similar to basic se-

quential recommender since DRO approaches ERM; 2) As the value

of 𝛽 decreases, robust radius 𝜌 would increase. In this case, the

performance collapses as shown in Figure 4, which is because the

uncertainty set contains too much redundant distributions beyond
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Figure 4: Ablation study of robust radius. Note that robust
radius decreases monotonically w.r.t. 𝛽 in DROS.

distribution of testing set if robust radius is too large, and DROS is

prone to reaching a pathological distribution.

4.5 Benefits of DROS
In this section, we explore whether our proposed DROS can en-

hance the dynamic adaptation ability of sequential recommenders.

Similarly to Figure 1, we first divide dataset into four shards in

chronological order, such that distributions of latter shards of data

differ more from the first shard of data. Then we train the recom-

mender on the first shard of data and evaluate on the rest. The

results are illustrated in Figure 5.

We can observe that as time passes by, the performance of rec-

ommenders declines sharply due to the data distribution is shifting

over time. Relying on ERM framework, traditional sequential rec-

ommenders tend to overfit historical data, which results in poor

robustness in future stages. Note that DROS can promote the per-

formance of base sequential recommenders (GRU4Rec and SASRec)

consistently in latter stages, which indicates the effectiveness of

DROS in enhancing the dynamic adaptation of recommenders. Since

the rationality of each components has been verified, we can safely

attribute the performance improvement to that DROS can consider

date distribution dynamics with the carefully-designed distribution

adaptation paradigm.

5 CONCLUSION
In this work, we study how to enhance the dynamic adaptation abil-

ity of sequential recommenders. We develop a generic framework

equipped with SeqRec-oriented DRO mechanism. We first estimate

the nominal distribution from historical interactions, and promote

recommenders to approach future distributions with a proper ro-

bust radius. Theoretical analysis guarantees the robustness of DROS

against distribution shifts in the dynamic recommendation environ-

ment. Experimental results further confirm that DROS outperforms

baselines effectively and consistently.
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Figure 5: Benefits of DROS in enhancing dynamic adaptation
ability of sequential recommenders.

This work reveals the limitation of ERM in SeqRec, in spite of its

dominant role in both research and industry of recommendation.

We propose a simple yet effective framework, DROS, to deal with

the natural distribution shifts in SeqRec. We believe it is crucial to

put more effort in the dynamic nature of online serving in recom-

mendation, and DRO provides a power foundation in the process.

We will work on achieving the full promise of DRO in SeqRec based

on our study of DROS. Moreover, we are also interested in verifying

the effectiveness of DROS in related tasks such as collaborative

filtering and click through rate prediction.
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A APPENDIX
A.1 Lemma

Lemma A.1. (Holder’s inequality [21]) For random variable 𝑋 and
functions 𝑔(·) and 𝑓 (·), we have that for any 𝑝 > 0 and 𝑞 =

𝑝
1−𝑝 .:

E𝑋 [|𝑔(𝑋 )𝑓 (𝑋 )|] ≤ E𝑋 [|𝑔(𝑋 )|𝑝 ]
1

𝑝 E𝑋 [|𝑓 (𝑋 )|𝑞]
1

𝑞 . (12)

Lemma A.2. (McDiarmid’s inequality [22]) Let 𝑋1, ..., 𝑋𝑁 ∈ X𝑁
be a set of 𝑁 ≥ 1 independent random variables and assume that
there exists 𝑐1, ..., 𝑐𝑁 > 0 such that 𝑓 : X𝑁 → R satisfies:

|𝑓 (𝑥1, ..., 𝑥𝑖 , ..., 𝑥𝑁 ) − 𝑓 (𝑥1, ..., 𝑥
′
𝑖 , ..., 𝑥𝑁 )|≤ 𝑐𝑖 . (13)

For all 𝑖 ∈ 1, 2, ...𝑁 and any points 𝑥1, ...𝑥𝑁 , 𝑥 ′𝑖 ∈ X. Let 𝑓 (𝑆) denote
𝑓 (𝑋1, ..., 𝑋𝑁 ), then for all 𝜖 > 0, the following inequalities hold:

P[𝑓 (𝑆) − E{𝑓 (𝑆)} ≥ 𝜖] ≤ exp

(
−2𝜖2∑𝑁
𝑖=1

𝑐2
𝑖

)
. (14)

A.2 Proof of Theorems
A.2.1 Proof of Theorem 3.1.

Proof. We follow the deviation from [15]. Set𝐷 as KL-divergence,

the inner maximization problem can be formulated as:

max

`
E
(s,𝑣)∼` [ℓ(s, 𝑣)]

subject to 𝐷𝐾𝐿(` | |`0) ≤ 𝜌.
(15)

Let [(s, 𝑣) = `(s, 𝑣)/`0(s, 𝑣), we have:

𝐷𝐾𝐿(` | |`0) =
∬

`(s, 𝑣) log
`(s, 𝑣)
`0(s, 𝑣)

𝑑s𝑑𝑣

= E
(s,𝑣)∼`0 [[(s, 𝑣) log[(s, 𝑣)].

(16)

E
(s,𝑣)∼` [ℓ(s, 𝑣)] = E(s,𝑣)∼`0 [ℓ(s, 𝑣)[(s, 𝑣)]. (17)

Therefore Equation (15) can be reformulated as:

max

[
E
(s,𝑣)∼`0 [ℓ(s, 𝑣)[]

subject to E
(s,𝑣)∼`0 [[ log[] ≤ 𝜌,E

(s,𝑣)∼`0 [[] = 1.
(18)

Its Lagrangian function is:

l0(𝛽,𝛾, [, 𝜌) = E`0 [ℓ(s, 𝑣)[] − 𝛽(E
(`0 [[ log[] − 𝜌) − 𝛾 (E`0 [[] − 1).

(19)

We can obtain the corresponding Lagrangian dual of Problem (18):

min

𝛽≥0, 𝛾≥0
max

[
l∗
0
(𝛽,𝛾, [, 𝜌). (20)

l∗
0
is the close form of Problem (18) by solving Problem (20). Omit-

ting the term 𝛽𝜌 and 𝛾 , then define the functional:

F ([(s, 𝑣)) := E
(s,𝑣)∼`0 [ℓ(s, 𝑣)[ − 𝛽[ log[ − 𝛾[]. (21)

Note F ([(s, 𝑣)) is convex in [. For any feasible direction 𝑢 = 𝑢(s, 𝑣),
we can calculate the derivative of the functional:

DF ([(s, 𝑣))𝑢 = lim

𝑡→0

(F ([(s, 𝑣) + 𝑡𝑢(s, 𝑣)) − F ([(s, 𝑣)))/𝑡

=E`0 [ℓ𝑢] − 𝛾E`0 [𝑢] − 𝛽 lim

𝑡→0

E`0 (([ + 𝑡𝑢) log([ + 𝑡𝑢) − [ log[)/𝑡 .

(22)

By the Monotone Convergence Theorem, we can interchange the

order of limitation and expectation in Equation (22) and get:

DF ([(s, 𝑣))𝑢 = E`0 [(ℓ − 𝛽(log[ + 1) − 𝛾 )𝑢]. (23)

To acquire [∗(s, 𝑣), let DF ([(s, 𝑣))𝑢 = 0 for all feasible direction

𝑢(s, 𝑣), we can have:

ℓ(s, 𝑣) − 𝛽(log[ + 1) − 𝛾 = 0. (24)

Solving the equation, we get:

[∗(s, 𝑣) = exp (ℓ(s, 𝑣)/𝛽 − (𝛾 + 𝛽)/𝛽) . (25)

From Equation (18) we have E
(s,𝑣)∼`0 [[

∗
] = 1, then:

𝛾∗ = 𝛽 logE
(s,𝑣)∼`0 exp (ℓ(s, 𝑣)/𝛽) − 𝛽. (26)

Then [∗(s, 𝑣) can be further reformulated as:

[∗(s, 𝑣) = exp (ℓ(s, 𝑣)/𝛽)/E
(s,𝑣)∼`0 exp (ℓ(s, 𝑣)/𝛽). (27)

Put [∗ in Lagrangian function Equation (19), we can obtain:

l∗
0
(𝛽,𝛾, [, 𝜌) = inf

𝛽≥0

[
𝛽 logE

(s,𝑣)∼`0 exp (ℓ(s, 𝑣)/𝛽) + 𝛽𝜌
]
.

(28)

Thus, we get the desired form of the theorem:

L′
𝐷𝑅𝑂 = inf

𝛽≥0

[
𝛽 logE

(s,𝑣)∼`0exp
(
ℓ(s, 𝑣)
𝛽

)
+ 𝛽𝜌

]
. (29)
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□

A.2.2 Proof of Theorem 3.2.

Proof. Let \ denote the learn-able parameters in the neural

network. Since 𝛽0𝜌 has no gradient to \ , thus for ∀𝜌 we can get:

∇\L′′
𝐷𝑅𝑂 = ∇\

[
𝛽0 logE(s,𝑣)∼`0exp (ℓ(s, 𝑣)/𝛽0)

]
= ∇\

[
𝛽0 logE(s,𝑣)∼`0exp (ℓ(s, 𝑣)/𝛽0) + 𝛽0𝜌

]︸                                             ︷︷                                             ︸
L𝑈
𝐷𝑅𝑂

,
(30)

this shows using L′′
𝐷𝑅𝑂

is equal to use L𝑈
𝐷𝑅𝑂

while training. Inter-

estingly, L𝑈
𝐷𝑅𝑂

is a upper bound for all possible robust radius 𝜌 .

For ∀𝜌 , we have:

L𝑈𝐷𝑅𝑂 = 𝛽0 logE(s,𝑣)∼`0exp (ℓ(s, 𝑣)/𝛽0) + 𝛽0𝜌

≥ inf

𝛽>0

[
𝛽 logE

(s,𝑣)∼`0exp (ℓ(s, 𝑣)/𝛽) + 𝛽𝜌
]

= L
′
𝐷𝑅𝑂 ,

(31)

Then we will show there exists a 𝜌𝛽0 to let the bound to be tight.

Since we choose 𝛽 = 𝛽0 as a constant, the 𝜌𝛽0 must let the Equation

(32) exists:

𝛽0 = argmin

𝛽
[𝛽 logE

(s,𝑣)∼`0exp (ℓ(s, 𝑣)/𝛽) + 𝛽𝜌
𝛽
0

], (32)

Thus, we have:

𝜕𝛽L′
𝐷𝑅𝑂 |𝛽=𝛽0

= logE
(s,𝑣)∼`0exp

(
ℓ(s, 𝑣)
𝛽0

)
−
E
(s,𝑣)∼`0 ℓ(s, 𝑣)exp

(
ℓ(s,𝑣)
𝛽0

)
𝛽0E(s,𝑣)∼`0exp

(
ℓ(s,𝑣)
𝛽0

) + 𝜌
𝛽
0

= 0.

(33)

By solving Equation (33), we get:

𝜌
𝛽
0

= − logE
(s,𝑣)∼`0exp

(
ℓ(s, 𝑣)
𝛽0

)
+

E
(s,𝑣)∼`0 ℓ(s, 𝑣)exp

(
ℓ(s,𝑣)
𝛽0

)
𝛽0E(s,𝑣)∼`0exp

(
ℓ(s,𝑣)
𝛽0

) . (34)

□

A.2.3 Proof of Theorem3.3.

Proof. In this deviation, we use E to denote E
(s,𝑣)∼`0 and ℓ to

denote ℓ(s, 𝑣). we first show 𝜌
𝛽
0

decreases monotonically with 𝛽0:

𝜕𝛽0𝜌𝛽0
=

{{
E

[
ℓ exp

(
ℓ
𝛽0

)]}
2

− E
[
ℓ2 exp

(
ℓ
𝛽0

)]
E

[
exp

(
ℓ
𝛽0

)]}
𝛽3
0

{
E

[
exp

(
ℓ
𝛽0

)]}
2

.

(35)

By using Lemma A.1, we get:

E

[
ℓ exp

(
ℓ

𝛽0

)]
≤

{
E

[(
ℓ exp

(
ℓ

2𝛽0

))
2

]
E

[(
exp

(
ℓ

2𝛽0

))
2

]} 1

2

.

(36)

Since 𝛽3
0

{
E

[
exp

(
ℓ
𝛽0

)]}
2

≥ 0, we get 𝜕𝛽0𝜌𝛽0
≤ 0 for all 𝛽0. This

means that 𝜌
𝛽
0

decreases monotonically with 𝛽0. To be specifically,

when 𝛽0 → ∞, we have:

lim

𝛽0→∞

���𝜌𝛽
0

��� ≤ lim

𝛽0→∞

����− logE

[
exp

(
ℓ

𝛽0

)] ���� + lim

𝛽0→∞

�������
E

[
ℓexp

(
ℓ
𝛽0

)]
𝛽0E

[
exp

(
ℓ
𝛽0

)]
������� .

(37)

The limit is constructed by two parts, the first part:

lim

𝛽0→∞

����− logE

[
exp

ℓ

𝛽0

] ���� ≤ logE

[
lim

𝛽0→∞

����exp (
ℓ

𝛽0

)����] = logE1 = 0.

(38)

Before get the limit of the second part, we first get:����E [ℓexp (ℓ/𝛽0)]E[exp (ℓ/𝛽0)]

���� = ����E [
ℓ

exp (ℓ/𝛽0)
E[exp (ℓ/𝛽0)]

] ���� ≤ max

(s,𝑣)∼`0
ℓ . (39)

Thus, the second part can be derived as:

lim

𝛽0→∞

���� E [ℓexp (ℓ/𝛽0)]𝛽0E [exp (ℓ/𝛽0)]

���� ≤ lim

𝛽0→∞

max
(s,𝑣)∼`0 ℓ

𝛽0
= 0. (40)

Finally, we get lim𝛽0→∞ |𝜌
𝛽
0

|= 0, this means lim𝛽0→∞ 𝜌
𝛽
0

= 0. □

A.2.4 Proof of Theorem 3.4.

Proof. For any ` satisfying 𝐷𝐾𝐿(` | |`0) ≤ 𝜌
𝛽
0

, we have:

L` = E
(s,𝑣)∼`ℓ(s, 𝑣) ≤ max

𝐷𝐾𝐿 (` | |`0)≤𝜌𝛽
0

E
(s,𝑣)∼`ℓ(s, 𝑣) = L′

𝐷𝑅𝑂 . (41)

Using Theorem 3.2, we analyze L′′
𝐷𝑅𝑂

instead of L′
𝐷𝑅𝑂

since

they are equal when robust radius is 𝜌
𝛽
0

.

Let𝑤
(s,𝑣) =

exp(ℓ(s,𝑣)/𝛽0 )∑
𝑣 ℓ(exp(ℓ(s,𝑣)/𝛽0 )) denoteweight for DRO re-weighting.

We have:

|𝑤
(s,𝑣)ℓ(s, 𝑣)−𝑤 ′

(s,𝑣)ℓ
′
(s, 𝑣)|≤ sup

(s,𝑣)∼`0
|𝑤

(s,𝑣)ℓ(s, 𝑣)|≤
exp

(
𝑀
𝛽0

)
𝑀

𝑁 − 1 + exp

(
𝑀
𝛽0

) ,
(42)

for all s, 𝑣 exist. By using McDiarmid’s inequality in Lemma A.2,

for any 𝜖 > 0, there exists:

P[L′′
𝐷𝑅𝑂 − L′′

𝐷𝑅𝑂,𝑁 ≥ 𝜖] ≤ exp

©«
−2𝜖2

(
𝑁 − 1 + exp

(
𝑀
𝛽0

))
2

𝑁 exp

(
2𝑀
𝛽0

)
𝑀2

ª®®¬ ,
(43)

let

[ = exp

©«
−2𝜖2

(
𝑁 − 1 + exp

(
𝑀
𝛽0

))
2

𝑁 exp

(
2𝑀
𝛽0

)
𝑀2

ª®®¬ , (44)

we get:

𝜖 =

𝑀

𝑁 − 1 + exp

(
𝑀
𝛽0

)
√√

𝑁 exp

(
2𝑀
𝛽0

)
log

(
1

[

)
2

. (45)

Thus, for ∀[ ∈ (0, 1), we get that with probability at least 1 − [:

L` ≤ L′′
𝐷𝑅𝑂 ≤ L′′

𝐷𝑅𝑂,𝑁 +
𝑀

𝑁 − 1 + exp

(
𝑀
𝛽0

)
√√

𝑁 exp

(
2𝑀
𝛽0

)
log

(
1

[

)
2

.

(46)

□
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