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Problem Description Model Design

Experiments

Extreme Events Problem
In time series data, extreme events could influence the 

performance of deep learning model, e.g., underfitting 

and overfitting.  
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Why Deep Neural Network Could Suffer 

Extreme Event Problem
Through perfectly maximizing Gaussian likelihood, 

model will internally estimate the distribution of outputs 

𝑦𝑡 from observations. Considering that few extreme 

events are observed, the estimated light-tailed 

distribution is not accurate for those extreme events. 

Therefore during the prediction:
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Estimated distribution of
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which could lead to underfitting phenomenon. If we 

increase the weight of extreme events, the overfitting 

phenomenon is then observed.

Recalling Extreme Events
Considering that the freedom of extreme events is limited, 

we propose to use Memory Network to memorize these 

points. At each time step 𝑡,

෤𝑜𝑡 = 𝑊𝑜
𝑇ℎ𝑡 + 𝑏𝑜 , ℎ𝑡 = 𝐺𝑅𝑈 𝑥1, ⋯ , 𝑥𝑡

Meanwhile, we sample 𝑀 windows for memory module. 

For each window 𝑗, 𝑠𝑗 = 𝐺𝑅𝑈 𝑥𝑡𝑗 , ⋯ , 𝑥𝑡𝑗+Δ and we 

calculate 𝑞𝑗 = −1,0,1 by setting threshold as extreme 

event indicator. The similarity between the current inputs 

and the extreme events in history is, 

𝛼𝑡𝑗 =
exp ℎ𝑡

𝑇𝑠𝑗

σ𝑙=1
𝑀 exp ℎ𝑡

𝑇𝑠𝑙

Then the final output of our model is,

𝑜𝑡 = ෤𝑜𝑡 + 𝑏 ⋅ 𝑢𝑡 , 𝑢𝑡 = σ𝑗=1
𝑀 𝛼𝑡𝑗 ⋅ 𝑞𝑗
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Extreme Value Loss (EVL)
The extreme events problem is caused by light-tailed loss, we propose 

the following loss by extreme value theory. For binary classification case,

𝐸𝑉𝐿 𝑢𝑡, 𝑣𝑡 = −𝛽0 1 −
𝑢𝑡
𝛾

𝛾

𝑣𝑡 log 𝑢𝑡 − 𝛽1 1 −
1 − 𝑢𝑡
𝛾

𝛾

1 − 𝑣𝑡 log 1 − 𝑢𝑡

where 𝑣𝑡 is the ground truth of extreme event indicator at time step 𝑡, 𝛽0 is 

the proportion of normal outputs and 𝛾 is the hyper-parameter.
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Table: F1 Value of detecting extreme events −𝟏, 𝟎, 𝟏

Empirical Results
• Time Series Prediction:  The RMSE improves near 50% 

relatively in Pseudo dataset. Although ෤𝑜𝑡 still suffer underfitting 

problem, the memory network module successfully capture the 

characteristic of extreme events.

• Extreme Value Loss: We extend the EVL to multi-label 

classification and use classification task (predicting the  

occurrence of extreme events) to validate the effectiveness of 

the proposed loss function.


