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Any similar one in blue?

How to match with it?

Is there any such restaurant
nearby?

Is there any shop selling this
nearby?

2



4

Early 1990s

Early 2000s

2017

Multi-modal systems
e.g., Microsoft MiPad, Pocket PC

Keyword Spotting
(e.g., AT&T)
System: “Please say collect,  
calling card, person, third 
number, or operator”

TV Voice Search
e.g., Bing on Xbox

Intent Determination
(Nuance’s Emily™, AT&T HMIHY)
User: “Uh…we want to move…we 
want to change our phone line 
from this house to another house”

Task-specific argument extraction 
(e.g., Nuance, SpeechWorks)
User: “I want to fly from Boston 
to New York next week.”

Brief History of Dialogue Systems

Apple Siri 
(2011)

Google Now (2012)

Facebook M & Bot 
(2015)

Google Home 
(2016)

Microsoft Cortana
(2014)

Amazon Alexa/Echo
(2014)

Google Assistant 
(2016)

DARPA
CALO Project

Virtual Personal Assistants

Material: http://deepdialogue.miulab.tw

mainly focused on
multimodal interface
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Sorry, could	not	find	anything	similar.
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® Hierarchical RNN

user input

response

context hidden state 𝒉"𝒉"#$

utterance
vector

𝒖"
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Reinforcement Learning
3

Incorporation	of	
Domain	Knowledge	

2

Taxonomy-based	Visual	
Semantic Learning

1

+ 3 core components



® Human perception	of	product	organization	
and	product	similarity

­ General to specific
­ Exclusive and	Independent relationships (EI)
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® Map	images	and	text	into	a	joint	visual	semantic	space
® Leverage	EI tree taxonomy	to	guide	fashion	concepts	learning

More accurate concept prediction
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® Incorporate Knowledge	by Multimodal KnowledgeMemory Network

Multimodal
Knowledge Memory

...

Σ

𝑚$ 𝑚( 𝑚) 𝑚*#$ 𝑚*

𝛼

𝑠
I like this one, what kind of
shoe will it go well with it?

Multimodal
Encoder

𝒉"

𝜶

𝒔

Σ It goes well with
silver stilettos

Decoder

𝒉" + 𝒔
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Knowledge triplets

Domain knowledge base
> 300 K triplets



𝑅(ℎ, 𝑟) = 𝐵𝐿𝐸𝑈	𝑠𝑐𝑜𝑟𝑒	

𝑅(ℎ, 𝑟) = 𝑠𝑖𝑚 𝑰, 𝑰A − 𝑠𝑖𝑚(𝑰, 𝑰#)

® Improve dialogue flow via reinforcement signals in two stages training

1

2

supervised

fine-tune

Sorry, could	not	find	anything	similar.
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𝑅(ℎ, 𝑟) = 𝐵𝐿𝐸𝑈	𝑠𝑐𝑜𝑟𝑒	

𝑅(ℎ, 𝑟) = 𝑠𝑖𝑚 𝑰, 𝑰A − 𝑠𝑖𝑚(𝑰, 𝑰#)

® Improve dialogue flow via reinforcement signals in two stages training

1

2

supervised

fine-tune
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­ learnsmore	informative	representations	for	fashion	products
­ generates responses	not	only	based	on conversation	context	but	also	on domain knowledge	
­ fine-tunes	the	backbone	network	and	optimize	the	BLEU	score	or	image similarity	as	rewards
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+ TK
+ EK
+ RL

10.3% 

3.8% 4.5% 
2.4% 11.2% 6.5% 

® Dataset: 150 K	conversation	sessions, 1.05M products, avg. 4 images each	



® Sample responses

Table 3: Performance of the di�erent models on text response generation and image response generation (RQ1).

Method
Text Response Image Response (k = 5)

BLEU Diversity (unigram) R@1 R@2 R@3

HRED (text-only) 0.3174 0.00369 0.4323 0.6217 0.7486
MemNN 0.5013 0.00435 0.7800 0.8372 0.9091
MHRED 0.5195 0.00426 0.7980 0.8859 0.9345
KMD 0.6731 0.00534 0.9198 0.9552 0.9755

features. c)MHRED (short for multimodal HRED) [31] extends the
basic HRED with both textual and visual modalities. We adopt the
version of MHRED with attention mechanism. Note that it can be
seen as our KMD model without the three major components as
described in Section 3. For all these baselines, we apply the 4096
dimensional representation provided in [31] which is obtained from
the FC6 layer of a VGGNet-16, while all of our methods use the fea-
tures extracted via the taxonomy-based visual semantic embedding
model (tagged as +TK). In order to analyze the e�ect of incorpo-
rating the major components, we also compare the performance of
three variants of our model as follows: d)MHRED+TKwhich only
incorporates taxonomy knowledge, e) MHRED+TK+EK which
additionally handles extracted external knowledge such as style
tips, and f)MHRED+TK+RL which optimizes rewards that char-
acterize good conversations.

4.1.3 Training Setups. For the �rst stage of training, we built
on prior work of predicting a generated target utterance given the
dialogue history using the knowledge enriched multimodal HRED
model in a supervised fashion. We trained the knowledge enriched
multimodal HRED model on the training dataset. Each response
turn in the dataset was treated as a target and the concatenation of
�ve previous utterances were treated as context. We used the Adam
optimizer with the learning rate initialized to 0.001 and decayed
under default settings. The batch size was set to 64.

For the second stage of training, following the popular strategy
in RL training as in [18, 30, 37, 43], we initialized the policy model
using the knowledge enriched multimodal HRED model trained
during the �rst stage. This ensures that we start o� with a much
better policy than random because the model can now focus on a
relatively good part of the search space.

4.1.4 Evaluation Protocols. For the text response generation, we
use the BLEU scores following [31, 35]. It is based on the idea of
modi�ed n-gram precision, where the higher score denotes better
performance. We also report the lexical diversity scores by calculat-
ing the number of distinct unigrams in generated responses. The
value is scaled by the total number of generated tokens to avoid
favoring long sentences [18]. For image response generation, we
use Recall@top-k as the evaluation metrics where k is varied from
1 to 3, and the model prediction is considered to be correct only if
the true response is among the top-k entries in the ranked list.

4.2 Evaluating the Text Response
Table 3 shows the performance comparisons between di�erent
models on response generation. We �rst focus our comparison on
the text responses. We report the corresponding scores on BLEU
and unigram diversity. Four sample responses of the MHRED and
the KMD method are provided in Figure 7. Due to space limitation,
we omit the former utterances. The key observations are as follows.

First of all, compared to the pure text-based HRED method, the
other methods working on multimodal information perform signif-
icantly better. It suggests that adding images indeed improves the
response capability of fashion agents and validates the motivation
behind the building of multimodal conversation systems. Intuitively,
fashion domain involves multimodal data by nature. As the sample
responses illustrated in Figure 7, there are rich semantics expressed
via images, and there are many visual traits of fashion items that
are not easily translated into words. For example, it might be hard
to describe the watches by pure text in the last example. Therefore,
building multimodal dialogue systems that can handle both text
and image is a viable way to better assist the customers.

Figure 7: Sample responses generated from the MHRED and
the KMD method (GT stands for ground truth response).

Secondly, the proposed method KMD achieves the best perfor-
mance among all methods. The performance improvements of KMD
over the other methods are signi�cant. For example, in terms of
BLEU score, KMD improves the performance of text response gen-
eration by 25.5% and 22.8% as compared to the multimodal in-
formation enriched MemNN and MHRED, respectively. Note that
the backbone network of KMD is actually the MHRED. Thus, the
superior performance of the proposed method demonstrates the
usefulness of incorporating knowledge. The higher unigram diver-
sity score also indicates that the proposed method generates more
diverse outputs when compared against the other methods. More
detailed analysis will be provided in the ablation study later.

4.3 Evaluating the Image Response
We also compare the results of di�erent models on the image re-
sponse generation task in Table 3, where k refers to the size of
target image set to be ranked by the model (one is correct and the
rest are incorrect).
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Taxonomy-based
semantic learning

Domain knowledge
incorporation



® MultimodalDialogue Systems
­ Offer an effective way for informationseeking
­ Provide a general scheme for dialogue systemswith in-depth visual understanding
­ Emphasizedomain knowledge incorporation for enhancingbot intelligence

® Future Work
­ Maintain and update the domain knowledgebase
­ Generalize to other domains such as travel, healthcare
­ Analyzedialogueacts to increase interpretability	of	dialogue	flow	control
­ Start procedural knowledge learning for performingtasks such as nudging customers
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