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MEe*T -+ Ubiquitous Personalized Recommendation

- Serves as a fundamental tool
« Supports for various applications.
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Problem Formulation

Recommendation

* Input:
* Historical user-item interactions

* Output:
* Given an item, how likely a user would interact with it

Input Output _
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Core: Behavioral Similarity of Users
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- Problem Formulation
Neg*T

_:"knovvledge Graph-based Recommendation

* Additional Input:

* Knowledge Graph (KG)
* Background knowledge of items (e.g., item attributes, facts)
* Rich semantics & relations & connections
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Graph Neural Network (GNN)-based
* Core: information propagation &

aggregation = higher-order
connections
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(Meta) Path-based

Core: path extraction over a sequence
of triplets = higher-order connections
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Policy-based

* Core: learning path-finding policy 2>
higher-order connections

KPRN [2019] RippleNet [2018]

Embeddlng based

Core: knowledge graph embedding over
triplets = first-order connections
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Limitations of GNN-based Efforts

On User Intents

None considers user-item relations at a finer-grained level of intents:

They only model one single relation between users & items, however, a user
generally has multiple intents to adopt items

Users

Interactions

Items

User Intents

p1:[ry 2]

pailrsral o “director” & “star” = watch i; & ic
P3: [T2,74] .
keretions © star” & “partner” - watch i,

r1: director

To: star

T3: partner

T4: film series

Basic idea: Similar users have similar preferences on items.

~ -

However: Obscure intents would confound the modeling of
users’ behavioral similarity

-

Our idea: Conditioning on similar intents, similar users have
similar preferences on items.
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. Limitations of GNN-based Efforts
.E o ++

On Relational Paths

Information aggregation schemes are mostly node-based:

 They only collect information from neighboring nodes, without differentiating
which paths it comes from.

O Vi O vy (P1,71)
pona ' B@)
Node-based 0 i e A S Path-based
. . : 'OV:; Vs (p1,72,T3) H H
* 1-hop:{i1, iy} 9: R (?-‘ L ) ’ * Relation dependencies
*  2-hop: {vy,v;, v3} Q’ 7 N (p1,72,13) between vy
k=1 " 2 oSN vy T

*  3-hop: {v3} Ov.,‘f__" N & vs

@ r O”s O v O"3 (P2, 72, 73)

k=2 k=3 P2,72)
Node-based Neighborhood Aggregation Relational Path Neighborhood Aggregation

Basic idea: Node-based aggregation mixes information of

neighborhoods.

However: It fails to preserve the relation dependencies &
sequencies carried by paths = Relational paths

-

Our idea: Treating relational paths as an information channel
to conduct information propagation. .
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Our Solution

User Intent Modeling (1)

Step 1. Representation Learning of Intents

* Motivation: Semantics of user intents can be expressed by KG relations.
* ldea: assign each intent with a distribution over KG relations = Use
attention strategy to create intent embedding

Intent Representation

e Intent embedding shared by all users
User Intents €p = Z“("'p) er

reR
ep = Z a(r,p)er,
o I reR - -
— e e Attentive combination over
p1 P2 KG relation embeddings
el e e
Ervrrrsrmrsrararr s : exp(wrp)
 Commonality of all users : o (r » P ) — J
S : 2rerexp(wrp)
User Intent Modeling Quantify importance of relation v
tointentp
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Our Solution

User Intent Modeling (2)
Step 2. Independence Modeling of Intents

Motivation: Different intents should contain different & unique information.
* Idea: encourage the representations of intents to differ from each others 2>
Add independence regularization to intent embeddings

u,
User Intents

Intent Representation

ep = Z a(r,p) e,

rER
r1 T2 T3 ry T T3
P1 P2

User Intent Modeling

e  Mutual Information

LIND = Z —log
pEP

exp (s(ep,ep) /1)

2p e €XP (s(ep, ep’)/’f)’

Minimize the information amount
between any two different intents.

 Distance Correlation

LIND = Z

dCor(ep, ep),

p.p' EP, p#p’
Minimize the associations of any
two different intents.
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. Our Solution
e -

Relational Path-aware Aggregation (1)
Step 1. Aggregation over Intent Graph (IG)

* Motivation: IG contains rich collaborative information of users.
* Idea: users with similar intents would exhibit similar preference towards items
-> Intent-aware aggregation for user-intent-item triplet (u, p, i)

User Representation Item/ Entlty Representation El ement-wise pro d uct b etween
ed = 1 B(u,p) e,Oef el = e,0e) Y , = pror ;
LAl * I_r intent p & historical item i.
(p.OENy (rw)eN;
1 1 0
“Q "9 ef) == D, Puple,0e”,
ZOR FS
"o v exp(eje,”)
i1 O ﬂ (u! p ) = ( )
_User-intent-ftem Triplets Entity-Relation-Entity Trplets Zpepexpleyeu)

Generate user-specific intent
representations
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. Our Solution
e -

Relational Path-aware Aggregation (2)
Step 2. Aggregation over Knowledge Graph

* Motivation: KG reflects content relatedness among items.
* ldea: each KG entity has different semantics in different relational contexts =
Relation-aware aggregation for item-relation-entity triplet (i, 7, v)

User Representation Itern/Entlty Representation El ement-wise pro d uct b etween
o_ 1 (-1) e® = (1-1) . .
eu =N e uﬁ(""’) epOe; I_r{rv EM‘"O"" relation r & connected entity v.
- 1
! Q (1) N Z er er(J )s
(‘r‘l: r',‘-_.‘..’- | | (r U) ENl
A vIO vQO
iy O
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Our Solution

Overall Framework
Knowledge Graph-based Intent Network (KGIN)

Intent Representation User Representation Item/Entity Representation ',.Q vy (P1,71)

uy 1 - 1 » i, (P1)

_ (0] (I-1) 0] (1-1) 1
9 ep= Y a(rp)e e = B(u,p) eyQef e’ = ), eoe :
p r u plL€; - L O 1 LITTI
User Intents ; Nul (2, C N e O‘ Q,vz (p1.72)
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lis Il T4
LB T3 ryr; T3 q ........ O v P2 71)
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Independence Modeling

i Commonality of all users { User-Intent-Item Triplets : ‘Entity-Relation-Entity Triplets:
User Intent Modeling Aggregation Layer over Intent Graph (IG) Aggregation Layer over Knowledge Graph (KG) Final User (or Item) Representation

Representation of item, which memorizes the relational signals
carried by the relational paths

) €r1 €rs S (0)
e.’ = © O 0—0eg ",
! ZA:(: INs; | INs,| INg | —

S€E

* reflects the interactions among relations
* preserves the holistic semantics of paths

. n r2 ri
S=1—>81 — 8|1 /™ §]
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Experiment

Settings
Datasets
* Amazon-Book, Last-FM, Alibaba-iFashion
Evaluation Metrics
* recall@K, ndcg@K

Baselines
A S e

Intents Aggregation Connectivity

MF ID - - - -

CKE G - - - First-order

KGAT IG + KG - - Node-based Higher-order

KGNN-LS KG - - Node-based Higher-order

CKAN IG + KG - - Node-based Higher-order

R-GCN IG +KG - - Node-based Higher-order

KGIN IG+KG Intent Mutual Information/ Relational Path- Higher-order

Distance Correlation based o



Experiment

Overall Performance Comparison

Amazon-Book Last-FM Alibaba-iFashion

recall ndcg recall ndcg recall ndcg

MF 0.1300 0.0678 0.0724 0.0617 0.1095 0.0670
CKE 0.1342 0.0698 0.0732 0.0630 0.1103 0.0676

KGAT 0.1487 0.0799 0.0873 0.0744 0.1030 0.0627
KGNN-LS | 0.1362 0.0560 0.0830 0.0642 0.1039 0.0557
CKAN 0.1442 0.0698 0.0812 0.0660 0.0970 0.0509
R-GCN 0.1220 0.0646 0.0743 0.0631 0.0860 0.0515

KGIN-3 | 0.1687* 0.0915* | 0.0978" 0.0848" | 0.1147* 0.0716"
%Imp. 13.44% 14.51% 11.13% 13.97% 3.98% 5.91%

* KGIN consistently yields the best performance on all three datasets.

* This verifies the importance of:
* Capturing collaborative signal in intent-aware interaction graphs;
* Preserving holistic semantics of paths;

* KGIN can better encode collaborative signals & item knowledge into user and
item representations.



Experiment

Study of KGIN

Increasing the depth of DGCF substantially enhances the recommendation.

Amazon-Book Last-FM Alibaba-iFashion
recal ndcg | recall ndcg | recall  ndcg
KGIN-1 | 0.1455 0.0766 | 0.0831 0.0707 | 0.1045 0.0638

KGIN-2 | 0.1652 0.0892 | 0.0920 0.0791 | 0.1162  0.0723
KGIN-3 | 0.1687 0.0915 | 0.0978 0.0848 | 0.1147  0.0716

Increasing the intent number from 1 to 8 significantly enhances the performance.
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Experiment

Explainability of KGIN

Top 2 KG Relations in Each Intent  Score Top 2 KG Relations in Each Intent  Score

U336

p1 Tes (theater.play.genre) 0.2368 pr "7 (featured_artist) 0.4945

134 (theater.plays in this genre) 0.1623 ry5 (versions) 0.3569

0.0092 0.8252 0.1634 0.0022 0.7616 0.0140 0.1794 0.0450

p2 T (book.date_written) 0.3567 S p2 T (versions) 04694 o7 T

743 (book. short_story. genre) 0.2283 P Q r: O p.O e (song) 00881 iP1 Pz QO rQ O
p3 ™ (date_of_first_per formance) 0.5934 p3 T (versions) 0.4472

139 (fictional_universe.) 0.1418 Tes 17 (featured_artist) 0.1497. s

i3456 f21904

ps Tos (theater. play. genre) 0.1230 Q ps T (engineer) 0.1888 Q

737 (book. illustrator) 0.1040 V24922 V325496 15 (versions) 0.1564 V61367 V78158

Figure 5: Explanations of user intents and real cases in Amazon-Book (left) and Last-FM (right). Best viewed in color.

. KGIN first induces intents — the commonality of all users — with various
combinations of KG relations.

. KGIN creates instance-wise explanations for each interaction the personalization of a
single user.
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Conclusion & Future Work

Take-home messages
* We approach better relational modeling from two dimensions:
e uncovering user-item relationships at the granularity of
intents, which are coupled with KG relations to exhibit the
explainable semantics;

* relational path-aware aggregation, which integrates
relational information from multi-hop paths to refine the
representations.

Future Work

* Incorporating causal concepts to determine whether the intents
are the causation of user behaviors.
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Learning Intents behind Interactions with Knowledge Graph for
Recommendation, WWW’2021

https://github.com/huangtinglin/Knowledge Graph based Intent Network
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